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					We are excited to be part of this years SC at Denver, the mile high city.

We will bring Vampir 8.2 along that incorporates:

- the latest Score-P

- a D-Bus remote interface

- improved representation of RMA operation

- specialised arithmetics and operations for performance metrics

- and a simplified Vampir-Proxy


We sincerely hope to see you on the showfloor of this years SuperComputing conference.
		

	

	
	
		Information material

		[image: The Vampir performance analysis tool is available in three editions to meet the needs of different business sizes and application development goals. The editions provide different features sets to support application performance optimization in workstation-type scenarios as well as in extreme scale scenarios.]Vampir Editions[image: Vampir’s visual performance analysis provides a convenient way to gain insight into parallel program behavior. To generate its input event traces it relies on the powerful Open Source toolkit Score-P for code instrumentation and run-time monitoring.]Vampir Tool Chain[image: Performance data originating from large-scale parallel applications can easily reach volumes in the order of hundreds of gigabytes. Interactive visualization and analysis of such data volumes require a parallel and highly scalable analysis engine. The Vampir tool chain addresses this issue with a parallel analysis component called VampirServer. Developers can interact with VampirServer from their desktop using the Vampir GUI as a performance data browser.]Vampir Scalable
Trace Analyse[image: Analysis of event data with Vampir is an effective approach to optimize the performance of parallel applications. Collecting the performance data in a scalable and efficient fashion is a highly challenging task. With the new Score-P scalable performance monitor we support a convenient measurement infrastructure for recording fine-grained performance events, with special focus on parallel applications.]Vampir Monitoring
with Score-P[image: The Marmot Umpire Scalable Tool (MUST) is a runtime error detection tool that automatically detects non standard compliant use of MPI.]MUST flyer
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Autobahn[image: High Definition Energy Effiency Monitoring]HDEEM[image: A Many-GPGPU Particle-in-Cell Code]PIConGPU

	

	
	
				Our events at SuperComputing 2013 in Denver, CO

			Time	Room	Title
	Mon, 18th November
09:00 AM - 05:30 PM	501	Workshop: Extreme-Scale Programming Tools
	Tue, 19th November
11:00 AM - 11:30 AM	Intel Booth #2701	Intel Parallel Universe Knowledge Challenge
	Tue, 19th November
11:30 AM - 12:25 PM	Our Booth #3905	Vampir and OpenSHMEM Demo
	Tue, 19th November
12:15 PM - 01:15 PM	210/212	BoF: Building on the European Exascale Approach
	Tue, 19th November
02:00 PM - 02:30 PM	Our Booth #3905	Parallel Performance Analysis for OpenSHMEM
	Tue, 19th November
02:30 PM - 02:45 PM	INRIA Booth #2116	Performance Analysis of Large Scale Hardware Accelerated Applications
	Tue, 19th November
05:15 PM - 07:00 PM	Mile High Pre-Function	Poster: Structural Comparison of Parallel Applications
	Wed, 20th November
11:00 AM - 11:30 AM	201/203	ACM Gordon Bell Finalists: Radiative Signatures of the Relativistic Kelvin-Helmholtz Instability
	Wed, 20th November
11:00 AM - 12:00 PM	DOE Booth #1327	OpenSHMEM Tools
	Wed, 20th November
12:30 PM - 01:00 PM	Booth #613	NVIDIA Theater Talk: Twinkle, Twinkle Little Star - Using 18.000 GPUs to Simulate Jets in the Cosmos
	Wed, 20th November
05:30 PM - 07:00 PM	210/212	BoF: Techniques and Strategies for Extreme Scale Debugging
	Wed, 20th November
04:00 PM - 05:00 PM	Our Booth #3905	OpenSHMEM Tools
	Thu, 21st November
01:30 PM - 02:00 PM	201/203	Papers: Distributed Wait State Tracking for Runtime MPI Deadlock Detection
	Thu, 21st November
10:30 AM - 11:00 AM	Our Booth #3905	Win a Nvidia GTX Titan

		

				X09:00 AM - 05:30 PM Workshop: Extreme-Scale Programming Tools
X11:00 AM - 11:30 AM Intel Parallel Universe Knowledge Challenge11:30 AM - 12:25 PM Vampir and OpenSHMEM Demo12:15 PM - 01:15 PM BoF: Building on the European Exascale Approach02:00 PM - 02:30 PM Parallel Performance Analysis for OpenSHMEM02:30 PM - 02:45 PM Performance Analysis of Large Scale Hardware Accelerated Applications05:15 PM - 07:00 PM Poster: Structural Comparison of Parallel Applications
X11:00 AM - 11:30 AM ACM Gordon Bell Finalists: Radiative Signatures of the Relativistic Kelvin-Helmholtz Instability11:00 AM - 12:00 PM OpenSHMEM Tools12:30 PM - 01:00 PM NVIDIA Theater Talk: Twinkle, Twinkle Little Star - Using 18.000 GPUs to Simulate Jets in the Cosmos05:30 PM - 07:00 PM BoF: Techniques and Strategies for Extreme Scale Debugging04:00 PM - 05:00 PM OpenSHMEM Tools
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