
Key Features
•	 Available as Open Source under the New 

BSD License
•	 Highly scalable, supporting platforms with 

more than 100K cores
•	 Supported platforms: Linux, IBM Blue Gene 

and AIX, SGI, Cray XT
•	 Creates profiling (CUBE4) and tracing (OTF2) 

data
•	 Extensive set of performance data sources
•	 Broad support from performance tools 

developers

Vampir
Technical Details Monitoring with Score-P

   Workflow 
Score-P collects event data during the exe-
cution of an instrumented application and 
creates either a profile in the new CUBE4 
format, or trace files, using the new parallel 
Open Trace Format Version 2 (OTF2). Both 
operation modes can be used without re-
compilation of the application.
The profiling data can be used to filter 
trace events and create smaller trace files. 
Score-P supports an extensive set of events 
such as function and library calls, commu-
nication events, and hardware counters. To 
collect this information, Score-P supports 
various instrumentation methods, including 
instrumentation at source level, at compile/
link time, and at the resulting binary.
Score-P is highly scalable, supporting plat-
forms with more than 100K cores. The pro-
duced data can be analyzed by the widely 
recognized performance tool Vampir.

Analysis of event data with Vampir is an effective approach to optimize the performance of parallel 
applications. Collecting the performance data in a scalable and efficient fashion is a highly challenging 
task. With the new Score-P scalable performance monitor we support a convenient measurement infra-
structure for recording fine-grained performance events, with special focus on parallel applications.

event.vampir.eu

Contact
Technische Universität Dresden
Center for Information Services and HPC (ZIH)
01062 Dresden, Germany

E-mail: info@score-p.org
Web: www.score-p.org	

Score-P workflow and performance data sources
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Source Instrumentation

Compile & Link

Traces

Score-P Monitor

Parallel Run

Compiler instrumentation (GNU, 
IBM, Intel, PGI, SUN)
OpenMP pragmas by OPARI
TAU PDT source-to-source 
instrumentor
Manual instrumentation
  * User de�ned regions
  * User de�ned counters

Workflow

Source Code

ExecutableBinary Instrumentation
COBI function instrumentation-

Runtime

Operating System & Hardware

MPI
MPI wait state pro�ling
OpenMP 3.0, incl. tied tasking
NVIDIA CUDA with CUPTI
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Resource usage
PAPI counters
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Online Access

Periscope
Multiple performance 
experiments within one run
Remote analysis with data 
acquisition

-

-

  Score-P Overview

Score-P is a highly scalable and easy-to-
use infrastructure for profiling, event tracing, 
and online analysis of HPC applications. It 
is the common successor for the monitoring 
systems from Vampir, Periscope, Scalasca, 
and TAU. 

Score-P is in development by German 
Research School for Simulation Sciences, 
Jülich Supercomputing Centre, RWTH 
Aachen University, Technische Universität 
Dresden, Technische Universität München, 
and University of Oregon. It has been funded 
by the German Federal Ministry of Educa-
tion and Research and by the US DOE.


